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1 Introduction
 Traditional Pattern Classification methods tend to perform

poorly on datasets containing uncertain data. This is
unacceptable for some high-risk classification tasks.

 The imprecision can be better than error for the
classification in some cases.

 Approaches that combine belief functions theory with
pattern classification can improve the ability of classifiers
to reduces classification errors and risks.
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1.1 Basic Knowledge

 A frame of discernment 𝛩𝛩 : A finite set of
mutually exclusive elements in a domain

𝛩𝛩 = {𝜃𝜃1, . . . ,𝜃𝜃𝑛𝑛}

 The set consisting of all subsets of 𝛩𝛩 is called
the power-set of 𝛩𝛩, denoted as 2𝛩𝛩

𝛩𝛩 = {𝜃𝜃1,𝜃𝜃2,𝜃𝜃3}
2𝛩𝛩 = {∅,𝜃𝜃1,𝜃𝜃2,𝜃𝜃3, 𝜃𝜃1,𝜃𝜃2 , 𝜃𝜃1,𝜃𝜃3 , 𝜃𝜃2,𝜃𝜃3 ,𝛩𝛩}



1.1 Basic Knowledge
A mass function (also called basic belief assignment):
A mapping 𝑚𝑚( · ) : 2𝛩𝛩 → [0, 1] assigning a mass value
to each hypothesis 𝐴𝐴 ⊆ Θ of the frame of discernment
Θ such that

�
�
𝐴𝐴⊆Θ

𝑚𝑚 𝐴𝐴 = 1

𝑚𝑚 ∅ = 0

If 𝐴𝐴 satisfies 𝑚𝑚 𝐴𝐴 > 0, then A is called focal element.

If 𝐴𝐴 satisfies 𝑚𝑚 𝐴𝐴 = max(𝑚𝑚( · )), then A is called to
be main focal element.



1.1 Basic Knowledge

Based on the mass function, one can define belief
functions 𝐵𝐵𝐵𝐵𝐵𝐵( · ) and plausibility functions 𝑃𝑃𝐵𝐵 · :

𝐵𝐵𝐵𝐵𝐵𝐵 𝐴𝐴 = �
𝐴𝐴,𝐵𝐵∈2𝛩𝛩;𝐵𝐵⊆𝐴𝐴

𝑚𝑚(𝐵𝐵)

𝑃𝑃𝐵𝐵 𝐴𝐴 = �
𝐴𝐴,𝐵𝐵∈2𝛩𝛩;𝐴𝐴∩𝐵𝐵≠∅

𝑚𝑚 𝐵𝐵 = 1 − 𝐵𝐵𝐵𝐵𝐵𝐵(�̅�𝐴)

Belief functions 𝐵𝐵𝐵𝐵𝐵𝐵( · ) and plausibility functions
𝑃𝑃𝐵𝐵( · ) are commonly used to represent upper and
lower bounds on probability.



1.1 Basic Knowledge

Dempster’s Combination Rule
𝑚𝑚 � = 𝑚𝑚1⨁𝑚𝑚2 �

Dempster’s rule ⊕ is defined as

�
𝑚𝑚 ∅ = 0

𝑚𝑚𝐷𝐷𝐷𝐷 𝐴𝐴 =
∑𝐵𝐵∩𝐶𝐶=𝐴𝐴𝑚𝑚1(𝐵𝐵)𝑚𝑚2(𝐶𝐶)

1 −∑𝐵𝐵∩𝐶𝐶=∅𝑚𝑚1(𝐵𝐵)𝑚𝑚2(𝐶𝐶)
=
∑𝐵𝐵∩𝐶𝐶=𝐴𝐴𝑚𝑚1(𝐵𝐵)𝑚𝑚2(𝐶𝐶)
∑𝐵𝐵∩𝐶𝐶≠∅𝑚𝑚1(𝐵𝐵)𝑚𝑚2(𝐶𝐶)

Conflict information is denoted as

𝑘𝑘12 = �
𝐵𝐵∩𝐶𝐶=∅

𝑚𝑚1(𝐵𝐵)𝑚𝑚2(𝐶𝐶)
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1.2 Typical evidential classifier
Evidential K-NN(EK-NN) :
 The Basic Belief Assignment(BBA) of a sample 𝑥𝑥𝑖𝑖 with

respect to one of its neighbor 𝑥𝑥𝑗𝑗 belonging to 𝜔𝜔𝑠𝑠 ∈ Ω is
defined as

𝑚𝑚𝑗𝑗
𝑥𝑥𝑖𝑖 𝜔𝜔𝑠𝑠 = 𝛼𝛼𝐵𝐵−𝛾𝛾𝑠𝑠𝑑𝑑𝛽𝛽

𝑚𝑚𝑗𝑗
𝑥𝑥𝑖𝑖 Ω = 1 − 𝛼𝛼𝐵𝐵−𝛾𝛾𝑠𝑠𝑑𝑑𝛽𝛽

 𝛼𝛼,𝛽𝛽, 𝛾𝛾 are parameters that need to be regulated, d is the
distance between the target and its nearest neighbor in
the training data.



1.2 Typical evidential classifier
Evidential K-NN(EK-NN) :
 Each BBA in EK-NN contains only two focal elements 𝜔𝜔𝑠𝑠

and Ω. The classification result which contains only single
and completely unknown classes is obtained by fusing the
k BBA results of k nearest neighbors.

 EK-NN integrates the distance information between the
target and its neighbors and the uncertainty of the data.

 In practice, when x is far away from the neighbors, 𝑥𝑥
should be considered as noise regardless of value of 𝐾𝐾.
Nevertheless, when K is big, most belief will be committed
to a particular class in EK-NN.



1.2 Typical evidential classifier
Belief K-NN(BK-NN) :
In BK-NN, BBA can partition targets into meta-classes like {w1,w2}, which
reveals the imprecision of classification.

For each target 𝑥𝑥𝑖𝑖, its BBA with respect to its close neighbor 𝑥𝑥𝑗𝑗 belonging to
𝑤𝑤𝑠𝑠 can be given by the fusion of two BBA 𝑚𝑚1 ( · |𝑑𝑑𝑖𝑖𝑗𝑗) and 𝑚𝑚2 · 𝑑𝑑𝑖𝑖𝑗𝑗 .



1.2 Typical evidential classifier
Belief K-NN(BK-NN) :
BK-NN first performs local fusion on the results of the same class. This 

can be fused directly using DS rules. The global fusion like DP rule is 

then performed on the results of the local fusion.



Outline
1. Introduction

1.1  Tranditional classifier

1.2  Typical evidential classifier

2. Recent development

2.1 Evidential classification of incomplete patterns

2.2 Evidential transfer classification for heterogeneous data

2.3 Combination of Transferable Classification

2.4 Evidential classifier fusion with refined reliability evaluation

2.5 Evidential Combination of classifiers with different frames of discernment

3. Conclusion



2.1. Evidential classification of incomplete patterns

 In practice, it is often encountered that the object attributes
are partly missing due to sensor failure, record mistakes, etc.

 The incomplete pattern classification is an interesting topic,
and there exist a number of methods to solve it.

 A credal classification method for incomplete pattern with
adaptive imputation of missing values is proposed based on
evidence theory.



2.1. Evidential classification of incomplete patterns

Method for Pattern 
Classification with 

Missing Data

Case Deletion Missing Data 
Imputation

Machine Learning 
Methods for Handling 

Missing Data

Model-based 
Procesures

Statistical 
Imputation 
Methods

Imputation 
based on 
Machine 
Learning

Maximum 
Likelihood 
with EM 
algorithm

Gaussian 
Mixture 
Models

- Mean            - Regression         
  Imputation      Imputation

- Multiple        - Hot Deck
  Imputation       Imputation

- K-nn                     - SOM         
  Imputation               Imputation

- MLP                      - Recurrent
  Imputation               Neural Network
                                   Imputation
- Auto-Associative  - Multi-Task
  Neural Network       Networks
  Imputation

- Ensemble        - Decision Trees         
  Methods             and Inductive
                             Algorithms

- Fuzzy               - Support
  Methods             Vector
                             Methods



The influence of missing values 
mainly depends on the context.

In classification of incomplete pattern, the missing values
can be important, and the classification result of pattern
with different estimations may be distinct (e.g. AUB).

2.1. Evidential classification of incomplete patterns

However, sometimes the missing values have little
influence on the classification (e.g. A).



We present a classification method with the selective imputation
of missing values based on belief functions.

 The object is directly classified using the given attributes.

 If it cannot be clearly classified, the missing values will be
imputed before classification.

Credal classification allows the objects to belong to specific
classes, and the sets of classes (i.e. meta-classes).The object
hard to classify will be cautiously committed to meta-class. This
can reduce errors, and reveal the imprecision of classification.

2.1. Evidential classification of incomplete patterns



It mainly consists of two important steps: 
① Direct classification of incomplete pattern

② Classification with imputation of missing values

2.1. Evidential classification of incomplete patterns



2.1.1 Direct classification using available data

A test data set X = {x1,…, xN} is classified with training data set
Y = {y1,…, yH} in frame {ω1,…, ωc}.

The prototype of each class i.e. {o1, . . . , oc} is defined by

𝑂𝑂𝑔𝑔 =
1
𝑁𝑁𝑔𝑔

�
𝑦𝑦𝑗𝑗∈𝜔𝜔𝑔𝑔

𝑦𝑦𝑗𝑗

In a c-class problem, one can get c pieces of simple
classification result according to each class:

�
𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 𝜔𝜔𝑔𝑔 = 𝐵𝐵−𝜂𝜂𝑑𝑑𝑖𝑖𝑔𝑔

𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 Ω = 1 − 𝐵𝐵−𝜂𝜂𝑑𝑑𝑖𝑖𝑔𝑔



The indistinguishability degree of an object x associated with
different classes given by

 If it is smaller than a given threshold, the available attributes
are considered sufficient for good classification.

 The c BBA’s are directly combined by DS rule to obtain the
final classification results.

 If it is bigger than a given threshold, the missing attributes
play a crucial role in the classification.

2.1.1 Direct classification using available data

𝜒𝜒𝑖𝑖 =
𝑚𝑚𝑖𝑖
𝑜𝑜2𝑛𝑛𝑛𝑛(𝜔𝜔2𝑛𝑛𝑑𝑑)

𝑚𝑚𝑖𝑖
𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚(𝜔𝜔𝑚𝑚𝑚𝑚𝑥𝑥)



Multiple estimation of missing values:

 SOM is applied in each training class, and M×N nodes will
be obtained. The K nearest nodes can be found.

 The K nodes have different contributions in estimation of
missing values. The weight is defined based on distance to
the node

𝑝𝑝𝑖𝑖𝑖𝑖
𝜔𝜔𝑔𝑔 = 𝐵𝐵(−𝜆𝜆𝑑𝑑𝑖𝑖𝑖𝑖

𝜔𝜔𝑔𝑔)

𝜆𝜆 =
𝑐𝑐𝑁𝑁𝑐𝑐(𝑐𝑐𝑁𝑁𝑐𝑐 − 1)
2∑𝑖𝑖,𝑗𝑗 𝑑𝑑(𝜎𝜎𝑖𝑖 ,𝜎𝜎𝑗𝑗)

with

2.1.2 Classification with imputation of missing values



 The weighted mean value of the selected K nodes will be
used to fill the missing values

 By doing this, one gets C versions of edited pattern
according to each training class, and they will be
respectively classified based on each training class.

�𝑦𝑦𝑖𝑖
𝜔𝜔𝑔𝑔 = �

𝑖𝑖=1

𝐾𝐾

𝑝𝑝𝑖𝑖𝑖𝑖
𝜔𝜔𝑔𝑔𝜎𝜎𝑖𝑖

𝜔𝜔𝑔𝑔 / �
𝑖𝑖=1

𝐾𝐾

𝑝𝑝𝑖𝑖𝑖𝑖
𝜔𝜔𝑔𝑔

2.1.2 Classification with imputation of missing values



 The weighting factors of these c pieces of results are defined 
by the sum of weights of the K SOM nodes

 The relative weighting factors are defined by

𝜌𝜌𝑖𝑖
𝜔𝜔𝑔𝑔 = �

𝑖𝑖=1

𝐾𝐾

𝑝𝑝𝑖𝑖𝑖𝑖
𝜔𝜔𝑔𝑔

�𝛼𝛼𝑖𝑖
𝜔𝜔𝑔𝑔 =

𝜌𝜌𝑖𝑖
𝜔𝜔𝑔𝑔

𝜌𝜌𝑖𝑖
𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚

2.1.3 Ensemble classifier 



 The c pieces of results are discounted by relative weighting
factors

 These discounted BBA’s are combined for the classification

�
�𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 𝜔𝜔𝑔𝑔 = 𝛼𝛼𝑖𝑖

𝜔𝜔𝑔𝑔𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 𝜔𝜔𝑔𝑔

�𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 Ω = 1 − 𝛼𝛼𝑖𝑖

𝜔𝜔𝑔𝑔 + 𝛼𝛼𝑖𝑖
𝜔𝜔𝑔𝑔𝑚𝑚𝑖𝑖

𝑜𝑜𝑔𝑔(Ω)

𝑚𝑚𝑖𝑖 𝜔𝜔𝑔𝑔 = �𝑚𝑚𝑖𝑖
𝑜𝑜𝑔𝑔 𝜔𝜔𝑔𝑔 �

𝑗𝑗≠𝑔𝑔

�𝑚𝑚𝑖𝑖
𝑜𝑜𝑗𝑗 Ω

𝑚𝑚𝑖𝑖 𝐴𝐴 = �
⋃𝑗𝑗𝜔𝜔𝑗𝑗=𝐴𝐴

�𝑚𝑚𝑖𝑖
𝑜𝑜𝑗𝑗 𝜔𝜔𝑗𝑗 �

𝑖𝑖≠𝑗𝑗

�𝑚𝑚𝑖𝑖
𝑜𝑜𝑖𝑖 Ω

2.1.3 Ensemble classifier 



CCAI works with relatively low computation burden, and it can
capture the imprecision of classification thanks to belief functions.

2.1.4 Experiments



Credal classification is efficient to capture the imprecision and
reduce errors. The objects in meta-classes are hard to correctly
classify, and they should be cautiously treated.

2.1.4 Experiments
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2.2 Evidential transfer classification for heterogeneous data 

 It remains a challenging problem for data classification
without training patterns.

 In many applications, there may exist some labeled data in
other related domain (source domain). Such labeled data can
help to solve the classification problem in target domain.

 The source domain and target domain are heterogeneous
and they represent the distinct feature spaces.

 In previous work, each object usually has only one mapping
value in corresponding domain. This cannot well reflect the
uncertainty of mapping/transformation.



2.2 Evidential transfer classification for heterogeneous data 

A new transfer classification method for heterogeneous data is 
proposed based on evidence theory. It mainly consists of three 
important steps: 

① Estimation of mapping value scope in source domain 

② Determination of Mapping value in Source domain

③ Classification of mapping value based on evidence theory



2.2.1 Estimation of mapping value scope in source domain 

 For classification, we need to transfer query object �x to the source
domain using these labeled patterns �𝑌𝑌 = {�𝑦𝑦1, … ,�𝑦𝑦𝑔𝑔}

 Due to the heterogeneousness of domains, it is difficult to directly
obtain one exact mapping value for �x in source domain.

 When the patterns in source domain are divided in some clusters
by SOM, we find the nearest cluster of �x which is denoted as 𝑋𝑋𝑐𝑐 =
{𝑥𝑥𝑐𝑐1 , … , 𝑥𝑥𝑐𝑐𝑖𝑖} .

 The actual mapping values of the patterns in 𝑋𝑋𝑐𝑐 as Yc = {yc1 , … , yck}
are considered as the possible mapping values of �x in source
domain.



2.2.2 Determination of Mapping value in Source domain 

 The mapping between such heterogeneous domains may be very
uncertain.

 The estimation uncertainty (dispersion degree) of the possible
mapping values can be characterized by the standard deviation
(std) of

𝑦𝑦𝑐𝑐 =
1
𝑐𝑐𝑖𝑖
�
𝑗𝑗=1

𝑐𝑐𝑖𝑖

𝑦𝑦𝑗𝑗 , δ𝑐𝑐 =
1
𝑐𝑐𝑖𝑖
�
𝑗𝑗=1

𝑐𝑐𝑖𝑖

|𝑦𝑦𝑗𝑗 − 𝑦𝑦𝑐𝑐 |

The mapping values of cluster j in source
domain are very disperse, and this means
that the transformation between such
heterogeneous domains is very uncertain.



2.2.2 Determination of Mapping value in Source domain 

 Based on the obtained standard deviation, some potential mapping
values of �x are selected as

�𝐲𝐲 = �
𝒚𝒚𝑐𝑐 , 𝛿𝛿𝑐𝑐 ≤ 𝑡𝑡
{𝒚𝒚𝑐𝑐1 , … ,𝒚𝒚𝑐𝑐𝐾𝐾}, 𝛿𝛿𝑐𝑐> 𝑡𝑡

 It can be seen that the query pattern �x can have either one or
multiple mapping values in source domain depending on the
estimation uncertainty.



2.2.3 Classification of mapping value based on evidence theory

 If there is only one mapping value, i.e. 𝒚𝒚𝑐𝑐 , it can be directly
classified according to 𝒚𝒚𝑐𝑐.

 When �x has multiple possible mapping values as {𝒚𝒚𝑐𝑐1 , … ,𝒚𝒚𝑐𝑐𝐾𝐾},
these mapping values will be respectively classified by the trained
classifier in source domain.

 Then, the classification results of these possible mapping values
are combined by evidence theory.

1 2
1 2

cK

K

ww w
c= ⊕ …⊕m m m m



2.2.5 Experiments

 Transfer classification of UCI data



2.2.5 Experiments

Target Source Pairs

 Transfer classification  of heterogeneous remote sensing data
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2.3 Combination of Transferable Classification

 Transfer learning is an effective tool to solve the
classification problem with few or even no labeled data. It
uses the knowledge in source domain to help build
classification model in target domain.

 In practice, there may exist multiple source domains,
which can provide more or less complementary
knowledge for pattern classification in the target domain.

 However, the current methods usually concentrate/merge
different source domains, and it is difficult to fully exploit
the complementary knowledge of different sources



2.3 Combination of Transferable Classification

 In order to utilize the complementary knowledge of
multiple source domains, a decision-level combination
method is proposed for the multisource domain adaptation
based on evidential reasoning.

 The classification results obtained from different source
domains usually have different reliabilities/weights, which
are calculated according to domain consistency.

 Thus, the multiple classification results are discounted by
the weights, and then DS rule is employed to combine
these discounted results.



It mainly consists of two important steps:

① Transferable classification

② Evidential Combination

2.3 Combination of Transferable Classification

Source 
Dataset 1

Transfer 
Learning

Source 
Dataset 2

Transfer 
Learning

Source 
Dataset N

Transfer 
Learning

Evidence 
Combination

...

Transferable Classification Combination

Target Data

Data 
Classification

Data 
Classification

Data 
Classification



2.3.1 Transferable classification

 The reconstruction error of transformed patterns in the source 
and target domains by mapping is defined by

 Then, we can obtain the transferable classification results

1
𝑛𝑛𝑠𝑠
�
𝑖𝑖=1

𝑛𝑛𝑠𝑠

𝐴𝐴𝑇𝑇𝑥𝑥𝑖𝑖 −
1
𝑛𝑛𝑡𝑡

�
𝑗𝑗=𝑛𝑛𝑠𝑠+1

𝑛𝑛𝑠𝑠+𝑛𝑛𝑡𝑡

𝐴𝐴𝑇𝑇𝑥𝑥𝑗𝑗 = 𝑡𝑡𝑡𝑡 𝐴𝐴𝑇𝑇𝑋𝑋𝑋𝑐𝑐𝑋𝑋𝑇𝑇𝐴𝐴

𝑚𝑚𝑖𝑖 𝐴𝐴 𝑖𝑖 = 1, . . . ,𝑛𝑛



2.3.2 Evidential Combination

 Estimate the weights of transferable classification results

Distance before matching

Distance after matching

�𝑑𝑑𝐷𝐷𝑖𝑖𝑇𝑇 𝐷𝐷𝐷𝐷𝑖𝑖 ,𝐷𝐷𝑇𝑇 = 2 1 − 2�𝐵𝐵𝑖𝑖 𝐶𝐶 , 𝑖𝑖 = 1,⋯ ,𝑛𝑛.

�𝐵𝐵𝑖𝑖 𝐶𝐶 =
1

𝑁𝑁𝑖𝑖 + 𝑁𝑁𝑇𝑇
�
𝑗𝑗=1

𝑁𝑁𝑖𝑖+𝑁𝑁𝑇𝑇

� �𝐶𝐶 𝑥𝑥𝑗𝑗 − �𝑦𝑦𝑗𝑗 , 𝑖𝑖 = 1,⋯ , 𝑛𝑛

�𝑑𝑑𝐷𝐷𝑖𝑖𝑇𝑇 𝐷𝐷𝐷𝐷𝑖𝑖 ,𝐷𝐷𝑇𝑇 = 2 1 − 2�𝐵𝐵𝑖𝑖 𝐶𝐶 , 𝑖𝑖 = 1,⋯ ,𝑛𝑛.

�𝐵𝐵𝑖𝑖 𝐶𝐶 =
1

𝑁𝑁𝑖𝑖 + 𝑁𝑁𝑇𝑇
�
𝑖𝑖=1

𝑁𝑁𝑖𝑖+𝑁𝑁𝑇𝑇

| |𝐶𝐶 �𝑥𝑥𝑖𝑖 − �𝑦𝑦𝑖𝑖 , 𝑖𝑖 = 1,⋯ ,𝑛𝑛



2.3.2 Evidential Combination

 The distance before matching reflects the difference degree 
of different sources under the original feature representation, 
and the distance after matching reflects the difference degree 
of different sources under the new feature representation.

 Final Distance



2.3.2 Evidential Combination

Estimated weights

Discounted results

Combination results

β𝑖𝑖 =
�β𝑖𝑖

max �β1,⋯ , �β𝑛𝑛
, 𝑖𝑖 = 1,⋯ ,𝑛𝑛

�β𝑖𝑖 = 𝐵𝐵−𝑑𝑑𝑆𝑆𝑖𝑖𝑇𝑇 , 𝑖𝑖 = 1,⋯ ,𝑛𝑛.

��𝑚𝑚𝑖𝑖 𝐴𝐴 = β𝑖𝑖 ⋅ 𝑚𝑚𝑖𝑖 𝐴𝐴 ,𝐴𝐴 ∈ 2Ω,𝐴𝐴 ≠ 𝛺𝛺
�𝑚𝑚𝑖𝑖 Ω = 1 − β𝑖𝑖 + β𝑖𝑖 ⋅ 𝑚𝑚𝑖𝑖 Ω

𝑚𝑚 = �𝑚𝑚1 ⊕⋯⊕ �𝑚𝑚𝑛𝑛.



2.3.4 Experiments

 Multi-source Transfer classification of benchamrk data
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2.4. Classifier fusion with refined reliability evaluation

 Classifier fusion is an efficient strategy to improve the
classification accuracy. The classification produced by
individuals may be uncertain, and different classifiers can
provide complementary knowledge.

 The complementarity (diversity) among classifiers can be
achieved by extracting different features, by employing
different classifiers.

 There exist a number of classifiers fusion methods.





 Classifiers to combine generally have different
reliabilities, and the proper reliability evaluation is helpful
to further improve the accuracy.

 The weight of classifier is often determined by the overall
classification performance in training set.

 This cannot efficiently characterize the difference of each
pattern.

2.4. Classifier fusion with refined reliability evaluation



 The reliabilities of classification results are related with the
objects to classify.

 Different elements in soft classification result may also have
different reliabilities, since the difference of the output
value and the expected value usually is not the same.

 We want to develop a method for revising the classifier
output by a refined reliability evaluation. By doing this, one
expects to make the output closer to truth.

2.4. Classifier fusion with refined reliability evaluation



2.4.1 Basic principle 

 Refined reliability matrix representing the conditional
probability of object belonging to class 𝜔𝜔𝑖𝑖 but classified to 𝜔𝜔𝑗𝑗.

 The given classifier is expected to produce the similar
performance on the object and on its close neighbors.

 The K nearest neighbors of object are found in each attribute
space, and they are handled by the same classifier.

 We can estimate the reliability matrix according to the
classification result of these neighbors.



In the estimation of conditional probability, the distance between 
the object y and the neighbor 𝑥𝑥𝑖𝑖, is considered

If 𝑦𝑦 is far from 𝑥𝑥𝑖𝑖, 𝑥𝑥𝑖𝑖 is considered with a small influence on the
estimation. Thus, the bigger distance, the smaller weight of the
neighbor. The weighted sums of the conditional probabilities of
𝑥𝑥𝑖𝑖, belonging to class 𝜔𝜔𝑖𝑖 but classified to 𝜔𝜔𝑗𝑗 is computed by

and

𝛽𝛽𝑖𝑖𝑗𝑗 = �
𝑋𝑋𝑖𝑖

𝑃𝑃( �̂�𝑐 𝑋𝑋 = 𝜔𝜔𝑗𝑗 𝑐𝑐 𝑋𝑋𝑖𝑖 = 𝜔𝜔𝑖𝑖 ⋅ 𝛿𝛿𝑖𝑖

= �
𝑋𝑋𝑖𝑖|𝑐𝑐 𝑋𝑋𝑖𝑖 =𝜔𝜔𝑖𝑖

𝑃𝑃𝑖𝑖(𝑗𝑗) ⋅ 𝛿𝛿𝑖𝑖

𝛿𝛿𝑖𝑖 = 𝐵𝐵−𝛾𝛾⋅𝑑𝑑𝑖𝑖 𝑑𝑑𝑖𝑖 ≜
𝑑𝑑(𝑦𝑦,𝑋𝑋𝑖𝑖)

min
𝑖𝑖∈ 1,𝐾𝐾

𝑑𝑑(𝑦𝑦,𝑋𝑋𝑖𝑖)

2.4.2  Refined reliability evaluation



2.4.2  Refined reliability evaluation

The priori probability is usually assumed uniformly distributed

The conditional probability P �̂�𝑐 y = 𝑤𝑤𝑗𝑗|𝑐𝑐 𝑦𝑦 = 𝑤𝑤𝑖𝑖 should be
proportional to 𝛽𝛽𝑖𝑖𝑗𝑗 as P �̂�𝑐 y = 𝑤𝑤𝑗𝑗|𝑐𝑐 𝑦𝑦 = 𝑤𝑤𝑖𝑖 = 𝜌𝜌.𝛽𝛽𝑖𝑖𝑗𝑗 . The
reliability matrix R = 𝑡𝑡𝑗𝑗𝑖𝑖 can be derived according to Bayes
rule

𝑡𝑡𝑗𝑗𝑖𝑖 =
𝑃𝑃(𝑐𝑐(𝑦𝑦 = 𝜔𝜔𝑗𝑗|�̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖)

∑𝑙𝑙=1𝑐𝑐 𝑃𝑃(𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗|�̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑙𝑙)
=

𝜌𝜌𝛽𝛽𝑖𝑖𝑗𝑗
𝜌𝜌 ∑𝑙𝑙=1𝑐𝑐 𝛽𝛽𝑙𝑙𝑗𝑗

=
𝛽𝛽𝑖𝑖𝑗𝑗

∑𝑙𝑙=1𝑐𝑐 𝛽𝛽𝑙𝑙𝑗𝑗

𝑡𝑡𝑗𝑗𝑖𝑖 = 𝑃𝑃 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 �̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗

=
𝑃𝑃(�̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 𝑃𝑃(𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖)

∑𝑙𝑙=1𝑐𝑐 𝑃𝑃 �̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑙𝑙 𝑃𝑃(𝑐𝑐(𝑦𝑦) = 𝜔𝜔𝑙𝑙)



 Once reliability matrix R is determined, we will modify the
classification result to make it closer to the truth.

 The matrix is estimated by the neighborhoods, which are
more or less different from the object. So we must not be
completely confident about it.

 We propose a cautious discounting rule to transfer the
classification knowledge to the associated partial ignorance

2.4.3 Cautious discounting

𝑚𝑚𝑛𝑛 𝜔𝜔𝑖𝑖 ∪ 𝜔𝜔𝑗𝑗 = 𝑚𝑚𝑛𝑛1 𝜔𝜔𝑖𝑖 ∪ 𝜔𝜔𝑗𝑗 + 𝑚𝑚𝑛𝑛2 𝜔𝜔𝑗𝑗 ∪ 𝜔𝜔𝑖𝑖
= 𝑃𝑃 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 �̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗 ⋅ 𝜇𝜇𝑛𝑛 𝑗𝑗

+𝑃𝑃 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑗𝑗 �̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 ⋅ 𝜇𝜇𝑛𝑛 𝑖𝑖 , 𝑖𝑖𝑖𝑖 𝑖𝑖 ≠ 𝑗𝑗

𝑚𝑚𝑛𝑛 𝜔𝜔𝑖𝑖 = 𝑃𝑃 𝑐𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 �̂�𝑐 𝑦𝑦 = 𝜔𝜔𝑖𝑖 ⋅ 𝜇𝜇𝑛𝑛 𝑖𝑖 , 𝑖𝑖𝑖𝑖 𝑗𝑗 = 𝑖𝑖



2.4.4 Classifier fusion 

 DS rule is employed here to combine the discounted
classification results from different classifiers

 In the final fusion results, the plausibility functions Pl(.) is
used here for decision making support

𝜔𝜔𝑔𝑔 = arg max
𝑗𝑗

𝑃𝑃𝐵𝐵(𝜔𝜔𝑗𝑗)

𝑚𝑚 𝐴𝐴 = 𝑚𝑚1 ⊕𝑚𝑚2 = �
∑𝐵𝐵⋂𝐶𝐶=𝐴𝐴𝑚𝑚1 𝐵𝐵 𝑚𝑚2 𝐶𝐶

1 − ∑𝐵𝐵⋂𝐶𝐶=∅𝑚𝑚1 𝐵𝐵 𝑚𝑚2 𝐶𝐶
,∀𝐴𝐴 ≠ ∅ ∈ 2Ω,𝐵𝐵,𝐶𝐶 ∈ 2Ω

0,𝐴𝐴 = ∅



2.4.5 Experiment

The proposed method can efficiently improve the accuracy thank to
the refined reliability evaluation and the cautious discounting technique.



Comparisons with related methods



 The new method produces the highest accuracy
because of the consideration of local knowledge.

 The new method is very robust to the K value, which is
convenient for the real applications.

Comparisons with related methods
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2.5 Evidential combination of classifiers with different frames of discernment 

 Classifier fusion remains an effective method to improve
classification performance.

 In applications, the classifiers learnt using different
attributes may work with various frames of discernment
(FoD) of classification. There generally exist more or less
complementary knowledge among these classifiers.

 However, how to efficiently combine such classifiers under
different FoD is a challenging problem.



2.5 Evidential combination of classifiers with different frames of discernment 

 We propose a new method for classifier fusion with
different FoD based on the belief functions (BF), which
allow to well represent and deal with uncertain information.

 The credal transformation rules are developed to map the
various FoD into a common one.

 It allows to transfer the belief of one class in the given FoD
not only to several singleton classes but also to the meta-
classes and the ignorance in other chosen.



2.5.1 Determination of credal transformation rules

 We want to obtain the classification result of one object y
over a chosen FoD Ψ by the combination of these given
classification results.

 The classifiers working with different FoD are not easy to
combine directly, and we must transform the classification
results represented by BBA 𝑚𝑚𝑛𝑛 in Θ𝑁𝑁 to the FoD Ψ before
applying combination procedure.



2.5.1 Determination of credal transformation rules

 The two sources of evidence 𝑚𝑚Θ,𝑚𝑚Ψ defined over the FoD
Θ = 𝜃𝜃1, … ,𝜃𝜃𝑝𝑝  and Ψ = 𝜓𝜓1, … ,𝜓𝜓𝑝𝑝 .

 The transformation matrix Γ𝑝𝑝×(𝑞𝑞+2) for mapping the evidence
from Θ to Ψ is given by

𝛤𝛤𝑝𝑝× 𝑞𝑞+2 =

𝛾𝛾1,1 𝛾𝛾1,2 ⋯ 𝛾𝛾1,𝑞𝑞 𝛾𝛾1, 𝑞𝑞+1 𝛾𝛾1, 𝑞𝑞+2
𝛾𝛾2,1 𝛾𝛾2,2 ⋯ 𝛾𝛾2,𝑞𝑞 𝛾𝛾2, 𝑞𝑞+1 𝛾𝛾2, 𝑞𝑞+2
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

𝛾𝛾𝑝𝑝,1 𝛾𝛾𝑝𝑝,2 ⋯ 𝛾𝛾𝑝𝑝,𝑞𝑞 𝛾𝛾𝑝𝑝, 𝑞𝑞+1 𝛾𝛾𝑝𝑝, 𝑞𝑞+2

subject to

�
𝑗𝑗=1

𝑞𝑞+2

𝛾𝛾𝑖𝑖,𝑗𝑗 = 1



2.5.2 Estimation of transformation matrices

 The belief redistributed to the singleton class 𝜓𝜓𝑖𝑖 is defined by

𝑚𝑚Ψ 𝜓𝜓𝑖𝑖 = �
𝑖𝑖=1

𝑝𝑝

𝛾𝛾𝑖𝑖,𝑖𝑖𝑚𝑚Θ(𝜃𝜃𝑖𝑖)

 The belief discounted to the ignorant element Ψ is defined by

𝑚𝑚Ψ Ψ = �
𝑖𝑖=1

𝑝𝑝

𝛾𝛾𝑞𝑞+2𝑚𝑚Θ(𝜃𝜃𝑖𝑖)

 The belief committed to the imprecise element 𝐴𝐴 is defined by

𝑚𝑚Ψ 𝐴𝐴 = �
𝑖𝑖=1

𝑝𝑝

𝛿𝛿𝜗𝜗𝑖𝑖 ,𝐴𝐴𝛾𝛾𝑖𝑖, 𝑞𝑞+1 𝑚𝑚
Θ 𝜗𝜗𝑖𝑖 ,𝐴𝐴 ⊂ Ψ

with
𝛿𝛿𝜗𝜗𝑖𝑖,𝐴𝐴 = �1 𝜗𝜗𝑖𝑖 ∈ 𝐴𝐴

0 otherwise



2.5.2 Estimation of transformation matrices

 For one pattern 𝑥𝑥𝑖𝑖, the evidence defined over different FoD
Θ𝑛𝑛 is transformed to the objective FoD Ψ in a similar way,
and the transformed BBA 𝑚𝑚𝑛𝑛,𝑖𝑖

Ψ  are combined in Ψ.

 The combination result of the N BBA 𝑚𝑚𝑛𝑛,𝑖𝑖
Ψ is converted into

pignistic probability BetP(.)

Bet𝑃𝑃𝑚𝑚𝑖𝑖
Ψ − 𝑡𝑡𝑖𝑖 = 𝜖𝜖

with
𝑚𝑚𝑖𝑖
𝛹𝛹 = ⊕

𝑛𝑛=1

𝑁𝑁
𝑚𝑚𝑖𝑖
Ψ



2.5.4 Experiments

The proposed method can efficiently improve the classification
accuracy thanks to the transfer imprecision, which has been well
characterized by estimating the transformation matrices.
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3.Conclusion
 We present a classification method with the selective

imputation of missing values based on belief functions.

 We develop an evidence-based weighted fusion method to
combine transfer classification for heterogeneous data.

 We propose a method called combination of transferable
classification to integrate the complementary information in
multiple source domains using belief functions.

 We develop a method for revising the classifier output by a
refined reliability evaluation to improve fusion robustness.

 We design a new method for classifier fusion with different
FoD based on the belief functions to well represent and deal
with uncertain information.



3.Conclusion
In the future,

 We will combine belief functions and deep learning to
improve the ability of deep models to characterize
uncertainty and imprecision.

 We will extend belief functions to multimodal data to
improve the comprehensive fusion performance of
multimodal data.

 We will carry out the applications of belief functions in
unknown target open set recognition to extend the
applicable scenarios of belief functions.



Thank  you ! 
Questions ?
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